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Past: Flawed Implementations of Algorithms 
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SOURCES: Microsoft 2013 Software Vulnerability Exploitation Trends and NETMARKETSHARE.COM 
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Exploitation trends evolve in response to defenses. 
Commodity systems now deploy mitigations for common implementation flaws. 
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SIDE CHANNEL ATTACKS 
Adversary deduces secrets by 

observing minute differences in 
space or time used. 
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Future: Flaws in the Algorithms Themselves 

ALGORITHMIC COMPLEXITY 
ATTACKS 

Small worst-case input causes a 
crippling space or time usage. 
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Program Focus: Algorithmic resource usage vulnerabilities. 

 Future algorithmic flaws do not involve traditional implementation flaws, are not 
mitigated by traditional defenses, and thus require a different analysis. 

Resource usage vulnerabilities have been reported in: 

Search Engines 
[CHE 10] 

 

Web Browser 
 [PAU 12] 

HTTP  Secure 
(HTTPS) 
[PRA 13] 

Programming 
Languages  
[WAL 11] 

Online health, 
tax, and 

investment 
apps [CHE 10] 
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Progress Can Be Made on Scale 

Chang and others (UT Austin) 2009 
 

 
 

 

1.  Determine which loops are 
controlled by network input. 

Method: data-flow, control-flow 
analyses 

2.  Rank warnings by complexity. 

Method: structural heuristics 
Found vulnerabilities in: 

•  Expat XML parser (12KLOC) 
•  WU-FTPD (20KLOC) 

•  SQLite database engine (63KLOC) 

82% false alarm rate. 
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Progress Can Be Made on Speed 

Gulwani & Zuleger (MSR, TU Vienna) 
 2010 

 
 

 

 
 

1.  Extract logic that controls loops 

Method: abstract interpretation 

2.  Compute bounds in terms of input 

Method: constraint solving 
 

Computed bounds for complex loops 
in .Net base-class libraries. 
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Max(0, n – j, n – i – 2) ∧	 i ≥ 0 ∧ j ≥ 1 

At most n visits to ConsumeResource() 

How many times is 
this point visited? 
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One Plausible Solution Strategy 

Research question #1:  
What paths exist between inputs and 

variables, secrets and outputs?  

Research question #2: 
How do inputs impact resource usage? 
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Metrics: 
•  Scale (size of largest analyzable program) 

•  Human analysis time (person-hours) 
•  False alarms 

•  Missed detections 

G
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Program Schedule and Structure 

TA1 – Program Analysis Research & Development (R&D) Teams. 

TA2 – Adversarial Challenge Teams.  

Target software: Java bytecode.  No source. 

TA3  – Experimentation Lead: Measure progress with engagements that 
challenge R&D teams to find space-time vulnerabilities planted in software.  

2014 2015 2016 2017 2018 2019 

= Engagements 
= Months from Program Start 

BAA SRC 
Tech 

Council 

R&D Option Option 

11 17 23 29 35 41 47 

# 
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